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Appendix

In what follows, we provide the full proofs of our results. The
sections of the Appendix are named after the corresponding
(sub)sections of the paper. To enhance clarity, results that are not
present in the paper are numbered referring to the correspondent Ap-
pendix section.

A Epistemic Planning with Commutativity

Lemma 1. Let G = {i1, . . . , im} ⊆ AG, with m ≥ 2 and let
~v ∈ G∗ (|~v| = λ ≥ 2). Let π and ρ be two permutations of elements
of ~v. Then, for any ϕ, in the logic C-S5n the following is a theorem:

2π1 . . .2πλϕ↔ 2ρ1 . . .2ρλϕ

Proof. First, we notice that in the logic C-S5n, for any formula ϕ,
the following formula is a theorem:

2i2jϕ↔ 2j2iϕ (1)

This immediately follows from axiom C.
Second, by construction, we have that for each πi there exists ρki

such that ρki = πi. Consider ρk1 = π1. Then, by iterating Equation
1, we obtain:

2ρ1 . . .2ρk1−12ρk12ρk1+1 . . .2ρλϕ

↔ 2ρ1 . . .2ρk12ρk1−12ρk1+1 . . .2ρλϕ

. . .

↔ 2ρ12ρk1 . . .2ρk1−12ρk1+1 . . .2ρλϕ

↔ 2ρk12ρ1 . . .2ρk1−12ρk1+1 . . .2ρλϕ

By repeating this manipulation for π2, . . . πm, we obtain the conclu-
sion.
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Lemma 2. Let G = {i1, . . . , im} ⊆ AG, with m ≥ 2. In the
logic C-S5n, for any ϕ and ~v ∈ G∗ we have that 2i1 . . .2imϕ →
2v1 · · ·2v|~v|ϕ is a theorem.

Proof. The proof is by induction on |~v|. For the base case (|~v| = 0)
we have that the formulae 2ih2ih+1 . . .2imϕ → 2ih+1 . . .2imϕ
(1 ≤ h < m) and 2imϕ → ϕ are instances of T. Together with
propositional reasoning, we get that 2i1 . . .2imϕ→ ϕ is a theorem.

Let now |~v| = λ and suppose, by inductive hypothesis, that
2i1 . . .2imϕ → 2v1 · · ·2vλϕ is a theorem (for any formula ϕ).
We now show that, for each j ∈ G, the formula 2i1 . . .2imϕ →
2v1 · · ·2vλ2jϕ is also a theorem. By inductive hypothesis, substi-
tuting ϕ with 2jϕ, the following is a theorem:

2i1 . . .2im2jϕ→ 2v1 · · ·2vλ2jϕ.

Since j∈G, there exists h∈{1, . . .m} such that j = ih. From this
and Lemma 1, we can rewrite the antecedent of the above impli-
cation, 2i1 . . .2im2jϕ, as 2i1 . . .2j2j . . .2imϕ. Moreover, it is
easy to prove that from axioms T and 4 the following formula is a
theorem (for any formula ϕ):

2jϕ↔ 2j2jϕ. (2)

Thus, we can rewrite the above formula as 2i1 . . .2j . . .2imϕ,
which is simply 2i1 . . .2imϕ. Finally, we obtain that the following
is a theorem:

2i1 . . .2imϕ→ 2v1 · · ·2vλ2jϕ.

This is the required result.

Lemma 3. Let (M,Wd) be an C-S5n-state, with M = (W,R, V ).
For any w, v ∈W , we have that w↔n+1v ⇔ w↔v.

Proof. Clearly, if w↔v, then w↔n+1v. For the other direction, as-
sume w↔n+1v. First recall that there exists a path between any two
worlds w and v of length at most n (Corollary 1). We refer to this
property as (†). By contradiction, assume that that it is not the case
that w↔v, namely there exist two worlds w′, v′ ∈W such that:

• w′↔0v
′;
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• w′ is reached by a path πw starting from w (with |πw|=`);
• v′ is reached by a path πv starting from v (with |πv|=`);
• There exists a world w′′ ∈W such that w′Ri`+1w

′′ (with i`+1 ∈
AG), such that for all worlds v′′ ∈ W such that v′Ri`+1v

′′, it is
not the case that w′′↔0v

′′ and, thus, that w′↔1v
′ (or vice-versa,

swapping w′ with v′ and w′′ with v′′).

Let us denote these two paths as: πw = wRi1 ◦ · · · ◦Ri`w
′Ri`+1w

′′

and πv = vRi1 ◦ · · · ◦ Ri`v
′Ri`+1v

′′, with each ix ∈ AG for 1 ≤
x ≤ `+ 1.

Clearly, ` ≥ n+ 1 otherwise this would contradict the hypothesis
that w↔n+1v. Assume ` = n + 1. Thus, |πw| = |πv| = n + 2.
We now show that w′↔1v

′. From (†) it follows that there exist two
shorter paths π′w = wRj1 ◦ · · · ◦Rjnw′Rjn+1w

′′ and π′v = vRj1 ◦
· · · ◦Rjnv′Rjn+1v

′′, with each jx ∈ AG for 1 ≤ x ≤ n+ 1.
Since by hypothesis w↔n+1v, this means that v′′ as above exists

and also thatw′′↔0v
′′ for any suchw′′ and v′′. This impliesw′↔1v

′

and thus w↔n+2v. Since the same argument applies for any ` >
n+ 1, we obtain that w↔v.

Lemma 4. Let (M,Wd) be a bisimulation-contracted C-S5n-state,
with M = (W,R, V ). Then, |W | is bounded in n and |P|.

Proof. Given k ≥ 0 and a world w ∈ W , we define its k-
characteristic formula χkw as in [3]:

χkw =

Lw, if k = 0

Lw ∧
∧

i∈AG

(
forthkw,i ∧ backkw,i

)
otherwise ,

where:

Lw =
∧

p|w∈V (p)

p ∧
∧

p|w 6∈V (p)

¬p

forthkw,i =
∧

w′|wRiw′
3iχ

k−1
w′

backkw,i = 2i
∨

w′|wRiw′
χk−1
w′

We recall the following well-known result from the literature [3,
Theorem 32]:

Claim (?). The following statements are equivalent

1. (M,w) |= χkv;
2. w↔kv.

By using Claim (?), Lemma 3 and minimality of models w.r.t.
bisimulation, we obtain that for any w, v ∈W , it holds:

(M,w) |= χn+1
v ⇔ w↔n+1v ⇔ w = v.

Clearly, the size of the set {χn+1
w | w ∈ W} is bounded in n and

|P|, and, hence, the number of worlds of W is also bounded.

B Generalizing the Principle of Commutativity

B.1 b-Commutativity

In this section, we give the full proofs of Theorems 4 and 5 of Section
4.1.

B.1.1 Proof of Theorem 4

To prove Theorem 4, we first show some propaedeutical results
(Lemma B.1, Theorem B.1, Corollary B.1 and Lemmata B.2, B.3).
Notice that we follow step by step the proof of Theorem 3 and we
give the corresponding results in the logic Cb-S52, for any b > 1.
Since we consider the specific case involving 2 agents, we fixAG =
{0, 1}.

The following is the corresponding version of Lemma 2 of Section
4.

Lemma B.1. Let i, j ∈ AG with i 6= j, let ~v ∈ AG∗ and let ϕ
be any formula. Then, for any b>1, in the logic Cb-S52 the formula
(2i2j)

bϕ→ 2v1 · · ·2v|~v|ϕ is a theorem.

Proof. The proof is by induction on |~v|. For the base case (|~v| =
0) we have that the formulae (2i2j)

aϕ → 2j(2i2j)
a−1ϕ and

2j(2i2j)
a−1ϕ → (2i2j)

a−1ϕ (for each 1 ≤ a ≤ b) are in-
stances of T. Together with propositional reasoning, we get that
(2i2j)

bϕ→ ϕ is a theorem.
Let now |~v| = λ and suppose by induction that (2i2j)bϕ →

2v1 · · ·2vλϕ is a theorem (for any formula ϕ). We now show that,
for each k ∈ AG, the formula (2i2j)

bϕ → 2v1 · · ·2vλ2kϕ is
also a theorem. By inductive hypothesis, substituting ϕ with 2kϕ,
the following is a theorem:

(2i2j)
b
2kϕ→ 2v1 · · ·2vλ2kϕ

There are now two cases: either k = j, or k = i. In the former
case, we use Equation 2 as in the proof of Lemma 2 to rewrite
the antecedent of the above implication as follows: (2i2j)b2jϕ ≡
(2i2j)

b−12i2j2jϕ ≡ (2i2j)
b−12i2jϕ ≡ (2i2j)

bϕ.
In the latter case, we notice that in the logic Cb-S52, for any for-

mula ϕ, the following formula is a theorem:

(2i2j)
bϕ↔ (2j2i)

bϕ (3)

This immediately follows from axiom Cb.
By using Equation 3 we obtain: (2i2j)b2iϕ ≡ (2j2i)

b2iϕ. By
repeating the manipulation of the former case and subsequently reap-
plying Equation 3, we get: (2j2i)b2iϕ ≡ (2j2i)

bϕ ≡ (2i2j)
bϕ.

Thus, for each k ∈ AG, we obtain that the following is a theorem:

(2i2j)
bϕ→ 2v1 · · ·2vλ2kϕ.

This is the required result.

The following is the corresponding version of Theorem 2 of Sec-
tion 4.

Theorem B.1. Let i, j ∈ AG with i 6= j and let ϕ be any formula.
Then, for any b>1, in the logic Cb-S52 the formula (2i2j)

bϕ ↔
CAGϕ is a theorem.

Proof. (⇐) This follows by definition of common knowledge; (⇒)
this immediately follows by Lemma B.1.

The following is the corresponding version of Corollary 1 of Sec-
tion 4.

Corollary B.1. Let i, j ∈ AG with i 6= j, let ~v ∈ AG∗ and let ϕ be
any formula. Then, for any b>1, in an Cb-S52-model we have that if
wRv1 ◦ . . . ◦Rv|~v|w

′, then w(Ri ◦Rj)bw′.



The statement above directly follows from the contrapositive of
the implication in Lemma B.1, under the assumption of minimality
of models (w.r.t. bisimulation). Intuitively, this states that if a world
of a Cb-S52-model is reachable in an arbitrary number of steps, then
it is also reachable in exactly 2b steps.

The following is the corresponding version of Lemma 3 of Section
4.

Lemma B.2. Let (M,Wd) be an Cb-S52-state, with M =
(W,R, V ). For any w, v ∈ W , we have that w↔2b+1v ⇐⇒
w↔v.

Proof. The proof is identical to that of Lemma 3, by using Corollary
B.1 instead of Corollary 1.

The following is the corresponding version of Lemma 4 of Section
4.

Lemma B.3. Let (M,Wd) be an Cb-S52-state, with M =
(W,R, V ). Then, |W | is bounded in 2b and |P|.

Proof. The proof is identical to that of Lemma 4.

Theorem 4. For any b>1, PLANEX(TCb-S5, 2) is decidable.

Proof. Let T ∈ TCb−S52 be an epistemic planning task. By Lemma
B.3, it follows that we can perform a breadth-first search on the
search space that would only visit a finite number of epistemic states
(up to bisimulation contraction) to find a solution for T . Thus, we
obtain the claim.

B.1.2 Proof of Theorem 5

To prove Theorem 5, we first show some propaedeutical results
(Lemmata B.4, B.5, B.6, B.7).

In what follows, we consider the case with AG = {0, 1, 2} and
b = 2, i.e., we focus on the logic C2-S53. Since C2-S53-models are
also Cb-S5n-models for any n > 3 and b > 2, our results hold for
any combination of the values of n ≥ 3 and b ≥ 2. Moreover, we fix
P = {p1, p2, p3, r}.

We adapt the proof in [1, Section 6], of the undecidability of epis-
temic planning in the logic S5n (n > 1). It is an elegant reduction
from the problem of reachability in Minsky two-counter machines to
the problem of epistemic planning. We first, recall the definition.

Definition B.1 (Two-counter machine). A two-counter machine M
is a finite sequence of instructions (I0, . . . , IT ), where each instruc-
tion It, with t < T , is from the set:

{inc(i), jump(j), jzdec(i, j) | i = 0, 1, j ≤ T},

and IT = halt. A configuration of M is a triple (k, l,m) ∈ N3,
where k is the index of the current instruction, and l and m are the
current contents of counters 0 and 1, respectively. The computation
function fM : N → N3 of M maps time steps into configurations,
ad is given by fM (0) = (0, 0, 0) and if fM (n) = (k, l,m), then:

fM (n+1)=



(k+1, l+1,m) if Ik=inc(0)
(k+1, l,m+1) if Ik=inc(1)
(j, l,m) if Ik=jump(j)
(j, l,m) if Ik=jzdec(0, j) and l=0

(j, l,m) if Ik=jzdec(1, j) and m=0

(k+1, l−1,m) if Ik=jzdec(0, j) and l>0

(k+1, l,m−1) if Ik=jzdec(1, j) and m>0

(k, l,m) if Ik=halt

We say that M halts if fM (n)=(T, l,m) for some n, l,m∈N.

Theorem B.2 ([5]). The halting problem for two-counter machines
is undecidable.

We follow the approach of [1] step by step by encoding the halting
problem of a Minsky machine M as an epistemic planning task. The
procedure follows three steps:

1. We define an encoding for integers and configurations;
2. We build a finite set of actions for encoding the computation func-

tion fM ; and
3. We combine the previous steps and we encode the halting problem

as an epistemic planning task.

In all figures, reflexive, transitive (and symmetric) edges are im-
plicit. In the models, the worlds are labelled with the name of the
world and the propositions true in it. In the event models, the events
are labelled with the name of the event and the precondition; there
are no postconditions.

Integers and configurations. For each p ∈ P and each n ∈ N,
we define an epistemic model META-CHAIN(p, n), represented in
Figure 2, which contains n + 1 meta-worlds (models themselves,
Figure 1). Thus, the integer 0 is represented by the meta-chain made
of only the meta-world model of Figure 3. Finally, for each configu-
ration (k, l,m) ∈ N3 of two-counter machines, we define the epis-
temic model META-S(k,l,m) as in Figure 4.

In [1], the meta-worlds that compose a meta-chain are always
linked together with the same accessibility relation. As a conse-
quence, a meta-chain can have an arbitrary long series of alternat-
ing distinct worlds u1

i→ u2
j→ u3

i→ u4
j→ u5 · · · with i and j

distinct and all uk distinct. This is not possible in the logic C2-S5n,
due to axiom C2. Thus, we need to ‘bypass’ axiom C2 in the meta-
chains. To do so, we devised meta-chains so that meta-worlds are
alternatingly linked together with two different relations. This differ-
ence also forces us to use three agents instead of two (like in [1]) and,
in fact, the plan existence problem in the two agents case is decidable
(see Theorem 4).

Notice how in a meta-state, for i 6= j, the longest series of alter-
nating distinct worlds u1

i→ u2
j→ u3

i→ u4
j→ u5 · · · with all uk

distinct, is bounded, and is 4. Thus, the models are thus vacuously
models of C2-S53.

p

p

p, r

i

2

Figure 1: META-WORLDi(p), with 0 ≤ i ≤ 1.

Computation function. First, we define path formulae.

Definition B.2 (Path formulae). For all p ∈ P and n ∈ N, we
inductively define the formulae λ0(p), µ0(p), τ0(p) as follows:

• λ0(p) = p ∧ 20¬r ∧ 21¬r
• µ0(p) = p ∧32λ0(p) ∧ ¬λ0(p)
• τ0(p) = p ∧ r ∧ (30µ0(p) ∨31µ0(p))
• λn+1(p) = p ∧ ¬r ∧ ¬µn(p) ∧ (30µn(p) ∨31µn(p))
• µn+1(p) = p ∧32λn+1(p) ∧ ¬λn+1(p)
• τn+1(p) = p ∧ r ∧ (30µn+1(p) ∨31µn+1(p))



w2 : p

w3 : p

w5 : p

w6 : p

w8 : p

w9 : p

w3n : p

w3n+2 : p

w3n+3 : p

w1 : p, r

w4 : p, r

w7 : p, r

w3n+1 : p, r

0

2

1 = (1mod 2)

1

2

0 = (2mod 2)

0

2

(n mod 2)
(n mod 2)

2

Figure 2: META-CHAIN(p, n): Meta-chains are chains of alternat-
ing meta-worlds linked alternatingly by a relation 1 and a relation 0.
META-CHAIN(p, n) is a chain of n+ 1 META-WORLD(p).

w2 : µ0(p)

w3 : λ0(p)

w1 : τ0(p)
0

2

Figure 3: META-CHAIN(p, 0)

Lemma B.4. For all p∈P , n∈N, 0 ≤ i ≤ n, 1 ≤ j ≤ 3n+3:

(META-CHAIN(p, n), wj) |= λi(p) ⇔ j=3(n−i)+3
(META-CHAIN(p, n), wj) |= µi(p) ⇔ j=3(n−i)+2
(META-CHAIN(p, n), wj) |= τi(p) ⇔ j=3(n−i)+1

That is, the path formulas allow one to uniquely identify worlds
in a meta-chain. In the (i + 1)th to last meta-world in META-
CHAIN(p, n), λi(p) holds in the bottom world, µi(p) in the top-
right world, τi(p) in the top-left world. Figure 3 illustrates the base
cases.

The instructions of a two-counter machine can be decomposed
in simple operations on integers: increment, decrement and replace-
ment. We encode each operation with an event model, represented
on Figures 5, 6 and 7, respectively. Due to the structure of meta-
chains, that comprise alternating accessibility relations, we need to
define two different event models for increment. Namely, META-
INC0(p) is used to increment odd numbers and META-INC1(p) han-
dles even numbers. Thus, given an integer n, to increment META-
CHAIN(p, n), we use META-INCi(p), where i = 1− (n mod 2).

The following Lemma makes sure that the operations on integers
are correctly captured by the product update of meta-chains with the
event models for increment, decrement and replacement.
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3
,m
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0

Figure 4: META-S(k,l,m)

Lemma B.5. For all m,n ∈ N and for all p ∈ P , we have:

1. META-CHAIN(p, n)⊗META-INCi(p) =
META-CHAIN(p, n+ 1), where i = 1− (n mod 2);

2. If n > 0, META-CHAIN(p, n)⊗META-DEC(p) =
META-CHAIN(p, n− 1);

3. META-CHAIN(p, n)⊗META-REPL(p, n,m) =
META-CHAIN(p,m).

Proof. First, we consider item 1, i.e., event model of Figure 5. Let n
be even, i.e., i = 1 (the case with i = 0 is identical). The top event of
Figure 5 is paired with all worlds in META-CHAIN(p, n), except for
the one where λ0(p) holds. From Lemma B.4, this world in unique
and it is the bottom world of META-CHAIN(p, n). Thus, after the
product of META-CHAIN(p, n) with the top event, we obtain a copy
of the chain, except for its bottom world. Such world is paired with
the second-to-top event of Figure 5. At this point, we obtain an exact
copy of META-CHAIN(p, n). Finally, the last three events of Figure
5 create an additional meta-world. Since n is even, the last relation
linking meta-worlds in the chain is that of agent 0. Then, the event
model META-INC1(p) links the additional meta-world to the bottom
of chain with the accessibility relation of agent 1. Thus, we obtain
META-CHAIN(p, n+ 1).

We now focus on item 2, i.e., event model of Figure 6. By Lemma
B.4, its only event is paired with all worlds of META-CHAIN(p, n),
except for those in the bottom meta-world. Since n > 0, we obtain
META-CHAIN(p, n− 1).

Finally, we consider item 3, i.e., event model of Figure 7. By
Lemma B.4, the 2 · (m + 1) event models on the right hand side
of Figure 7 all pair with the top-right world of the top meta-world of
META-CHAIN(p, n) and the m+1 events on the left hand side pair
with the top left world of the same meta-world. Thus, we createm+1
copies of the top meta-world of META-CHAIN(p, n). Then, these
copies are alternatingly linked together with the accessibility rela-
tions of agents 0 and 1. Thus, we obtain META-CHAIN(p,m).

For all k ∈ N, we define φk = 30µk(p1). By Lemma B.4 and
the definition of META-S(k,l,m), we immediately obtain that for all
k, l,m, k′ ∈ N the following holds:

META-S(k,l,m) |= φk′ iff k′ = k. (4)

Let now M = (I0, . . . , IT ) be a two-counter machine. For all
k < T and l,m ∈ N, we define an epistemic action aM (k, l,m) as
in Figures 8-11.

We now define a notion of equivalence between configurations.
Two configurations (k, l,m), (k′, l′,m′) ∈ N3 are equivalent, de-



p ∧ ¬λ0(p)

p ∧ µ0(p)
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Figure 5: META-INCi(p), with 0 ≤ i ≤ 1.

p ∧ ¬λ0(p) ∧ ¬µ0(p) ∧ ¬τ0(p)

Figure 6: META-DEC(p)

p ∧ µn(p)
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Figure 7: META-REPL(p, n,m)
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Figure 8: The action aM (k, l,m) when Ik = inc(0), i = 1 −
(k mod 2) and j = 1 − (l mod 2). The case Ik = inc(1) is
obtained by replacing p2 and p3 everywhere and by having j =
1− (mmod 2).
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Figure 9: The action aM (k, l,m) when Ik = jump(j).

noted by (k, l,m) ≈ (k′, l′,m′) if the following holds:

k = k′ and

{
l = 0↔ l′ = 0 if Ik = jzdec(0, j)
m = 0↔ m′ = 0 if Ik = jzdec(1, j)

.

Notice that if (k, l,m) ≈ (k′, l′,m′), then aM (k, l,m) =
aM (k′, l′,m′). Thus, the following set is finite:

FM := {aM (k, l,m) | 0 ≤ k < T and l,m ∈ N}.

The following Lemma shows that FM correctly encodes the com-
putation function of the two-counter machine M .

Lemma B.6. Let M = (I0, . . . , IT ) be a two-counter machine,
l,m, n ∈ N and k < T . Then, the following holds:

1. aM (k, l,m) is applicable in META-SfM (n) iff (k, l,m) ≈
fM (n);

2. META-SfM (n) ⊗ aM (fM (n)) = META-SfM (n+1).

Proof. Let fM (n) = (k′, l′,m′). The first item by case of Ik.

• Ik = inc(0), inc(1), or jump(j): aM (k, l,m) is an action of the
form (E , {e}) with pre(e) = 30µk(p1) = φk. Thus, by equa-
tion 4, we have: aM (k, l,m) is applicable in META-SfM (n) ⇔
META-S(k′,l′,m′) |= φk ⇔ k = k′ ⇔ (k, l,m) ≈ (k′, l′,m′).

• Ik = jzdec(0, j) and l = 0: aM (k, l,m) is an action of the
form (E , {e}) with pre(e) = 30µk(p1) ∧ 30µ0(p2) = φk ∧
30µ0(p2). Thus, by equation 4, we have: aM (k, l,m) is applica-
ble in META-SfM (n) ⇔ META-S(k′,l′,m′) |= φk ∧ 30µ0(p2)
⇔ k = k′ ∧ l′ = 0⇔ (k, l,m) ≈ (k′, l′,m′).
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Figure 10: The action aM (k, l,m) when Ik = jzdec(0, j), l = 0.
The case Ik = jzdec(1, j),m = 0 is obtained by replacing p2 and
p3 in the precondition of the designated event.
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Figure 11: The action aM (k, l,m) when Ik = jzdec(0, j), l > 0 and
i = 1 − (k mod 2). Case Ik = jzdec(1, j) and m > 0 is obtained
by replacing p2 and p3 everywhere.

• Ik = jzdec(1, j) and m = 0: analogous to the previous case.
• Ik = jzdec(0, j) and l > 0: aM (k, l,m) is an action of

the form (E , {e}) with pre(e) = 30µk(p1) ∧ ¬30µ0(p2) =
φk ∧ ¬30µ0(p2). Thus, by equation 4, we have: aM (k, l,m)
is applicable in META-SfM (n) ⇔ META-S(k′,l′,m′) |= φk ∧
¬30µ0(p2)⇔ k = k′ ∧ l′ 6= 0⇔ (k, l,m) ≈ (k′, l′,m′).

• Ik = jzdec(1, j) and m > 0: analogous to the previous case.

The second item is by case of Ik′ :

• Ik′ = inc(0): aM (k′, l′,m′) is the action of Figure 8. Thus,
by Lemma B.5, we have that: META-SfM (n) ⊗ aM (fM (n)) =
META-S(k′,l′,m′) ⊗ aM (k′, l′,m′) = META-S(k′+1,l′+1,m′) =
META-SfM (n+1).

• Ik′ = inc(1): analogous to the previous case.
• Ik′ = jump(j): aM (k′, l′,m′) is the action of Figure 9. Thus,

by Lemma B.5, we have that: META-SfM (n) ⊗ aM (fM (n)) =
META-S(k′,l′,m′) ⊗ aM (k′, l′,m′) = META-S(j,l′,m′) =
META-SfM (n+1).

• Ik′ = jzdec(0, j) and l = 0: aM (k′, l′,m′) is the action of Fig-
ure 10. Thus, by Lemma B.5, we have that: META-SfM (n) ⊗
aM (fM (n)) = META-S(k′,l′,m′) ⊗ aM (k′, l′,m′) =
META-S(j,l′,m′) = META-SfM (n+1).

• Ik′ = jzdec(1, j) and m = 0: analogous to the previous case.
• Ik′ = jzdec(0, j) and l > 0: aM (k′, l′,m′) is the

action of Figure 11. Thus, by Lemma B.5, we have
that: META-SfM (n) ⊗ aM (fM (n)) = META-S(k′,l′,m′) ⊗
aM (k′, l′,m′) = META-S(k′+1,l′−1,m′) = META-SfM (n+1).

• Ik′ = jzdec(1, j) and m > 0: analogous to the previous case.

Halting problem. From Lemma B.6, we obtain the following re-
sult:

Lemma B.7. Let M=(I0, . . . , IT ) be a two-counter machine. We
define the epistemic planning task TM = (META-S(0,0,0),FM ,
φT ). Then, TM has a solution iff M halts.

Thus, from Lemma B.7 and Theorem B.2 and from the fact that
C2-S53-models are also Cb-S5n-models for any n > 3 and b > 2,
we obtain:

Theorem 5. For any n>2 and b>1, PLANEX(TCb-S5, n) is undecid-
able.

We summarize the results of this section in Table 1.

↓ n / b → 1 2 3 . . .

1 D D D D
2 D D D D
3 D UD UD UD
4 D UD UD UD
. . . D UD UD UD

Table 1: Summary of complexity results for the PLANEX(TCb-S5, n).
D: decidable; UD: undecidable.

B.2 Weak commutativity

In this section, we give the full proofs of Theorem 6 of Section 4.1.

B.2.1 Proof of Theorem 6

To prove Theorem 6, we first show some propaedeutical results
(Lemmata B.8, B.9, Theorem B.3 and Corollary B.2).

The following is the corresponding version of Lemma 1 of Section
4.

Lemma B.8. Let G ⊆ AG, with |G| ≥ ` and let ~v ∈ G∗ (|~v| =
λ ≥ `) such that each agent in G appears in ~v at least once. Let ρ
and τ be two permutations of elements of ~v. Then, for any ϕ, in the
logic wC`-S5n the following is a theorem:

2ρ1 . . .2ρλϕ↔ 2τ1 . . .2τλϕ

Proof. First, we notice that in the logic wC`-S5n, for any formula
ϕ, the following formula is a theorem (recall that 〈i1, . . . , i`〉 is a
sequence of agents with no repetitions, and that π is a permutation of
this sequence):

2i1 . . .2i`ϕ↔ 2πi1 . . .2πi`ϕ (5)

This immediately follows from axiom wC`.
Second, by construction, we have that for each ρi there exists τki

such that τki = ρi. Consider τk1 = ρ1. Then, by iterating Equation



5, we obtain:

2τ1 . . .

`︷ ︸︸ ︷(
2τk1−12τk1 . . .2τk1+`−1

)
. . .2τλϕ

↔ 2τ1 . . .
(
2τk12τk1−1 . . .2τk1+`−1

)
. . .2τλϕ

. . .

↔

`︷ ︸︸ ︷(
2τ12τk1 . . .2τj

)
. . .2τk1−1 . . .2τk1+`−1 . . .2τλϕ

↔ 2τk12τ1 . . .2τj . . .2τk1−1 . . .2τk1+`−1 . . .2τλϕ

By repeating this manipulation for ρ2, . . . ρm, we obtain the conclu-
sion.

The following is the corresponding version of Lemma 2 of Section
4.

Lemma B.9. Let G = {i1, . . . , im} ⊆ AG, with m ≥ `. In the
logic wC`-S5n, for any ϕ and ~v ∈ G∗ we have that 2i1 . . .2imϕ→
2v1 · · ·2v|~v|ϕ is a theorem.

Proof. The proof is by induction on |~v|. For the base case (|~v| = 0)
we have that the formulae 2ih2ih+1 . . .2imϕ → 2ih+1 . . .2imϕ
(1 ≤ h < m) and 2imϕ → ϕ are instances of T. Together with
propositional reasoning, we get that 2i1 . . .2imϕ→ ϕ is a theorem.

Let now |~v| = λ and suppose, by inductive hypothesis, that
2i1 . . .2imϕ → 2v1 · · ·2vλϕ is a theorem (for any formula ϕ).
We now show that, for each j ∈ G, the formula 2i1 . . .2imϕ →
2v1 · · ·2vλ2jϕ is also a theorem. By inductive hypothesis, substi-
tuting ϕ with 2jϕ, the following is a theorem:

2i1 . . .2im2jϕ→ 2v1 · · ·2vλ2jϕ.

Let ρ be any permutation of G = {i1, . . . , im}, such that ρm = j.
By Lemma B.8, we can now rewrite the formula 2i1 . . .2im2jϕ as
2ρ1 . . .2ρm2jϕ, which is 2ρ1 . . .2ρm2ρmϕ. Then, we use Equa-
tion 2 as in the proof of Lemma 2 to rewrite the above formula as
2ρ1 . . .2ρmϕ. By using Lemma B.8, we can rewrite this formula as
2i1 . . .2imϕ. Finally, we obtain that the following is a theorem:

2i1 . . .2imϕ→ 2v1 · · ·2vλ2jϕ.

This is the required result.

The following is the corresponding version of Theorem 2 of Sec-
tion 4.

Theorem B.3. Let G = {i1, . . . , im} ⊆ AG, with m ≥ `. In the
logic wC`-S5n, for any ϕ, the formula 2i1 . . .2imϕ ↔ CGϕ is a
theorem.

Proof. (⇐) This follows by definition of common knowledge; (⇒)
this immediately follows by Lemma B.9.

The following is the corresponding version of Corollary 1 of Sec-
tion 4.

Corollary B.2. Let G={i1, . . . , im} ⊆ AG, with m ≥ `. In an
wC`-S5n-model, for any ~v ∈ G∗, we have that if wRv1 ◦ . . . ◦
Rv|~v|w

′, then wRi1 ◦ · · · ◦Rimw′.

e1

F = AG

f1 f2

P
F, P F, P

Figure 12: Frames of S5n-mA∗ event models for ontic actions (left)
and sensing/announcement actions (right).

g1

AG

h1 h2
AG \A

AG AG

Figure 13: Frames of event models in [4] for do and update actions
(left) and sense (right).

The statement above directly follows from the contrapositive of
the implication in Lemma B.9, under the assumption of minimality
of states (w.r.t. bisimulation). Intuitively, this states that in a wC`-
S5n-model, given any subset ofm ≥ ` agents, if a world is reachable
in an arbitrary number of steps, then it is also reachable in exactly m
steps. Thus, in general, any pair of worlds of a wC`-S5n-model that
are reachable one another are connected by a path of length at most
n.

Theorem 6. For any n>1 and 1<`≤n, PLANEX(TwC`-S5, n) is de-
cidable.

Proof. As a result of Corollary B.2, Lemmata 3 and 4 hold also in
the logic wC`-S5n (for any ` > 1). Thus, as in the proof of Theorem
3, let T ∈ TwC`-S5n be an epistemic planning task (for any such `).
By Lemma 4, it follows that we can perform a breadth-first search on
the search space that would only visit a finite number of epistemic
states (up to bisimulation contraction) to find a solution for T . Thus,
we obtain the claim.

C Epistemic Planning Systems
First, we recall that axiom C is a Sahlqvist formula that corresponds
to the following frame property on event models:

∀u, v, w(uQjv ∧ vQiw → ∃x(uQix ∧ xQjw)) (6)

Lemma 5. TS5n-mA∗ ⊆ TC-S5 and TKG ⊆ TC-S5.

Proof. We focus on S5n-mA∗ (the proof for the framework by Ko-
minis and Geffner is analogous). It is easy to see that the frames
of both public ontic actions (Figure 12, left) and semi-private sens-
ing/announcement actions (Figure 12, right) are reflexive, symmetric
and transitive.

We now show that they both satisfy frame property (6). As public
ontic actions contain only one event, e1, this kind of event model
trivially satisfies frame property (6). Thus, public ontic actions are
C-S5n-actions.

We now move to semi-private sensing/announcement actions. We
recall that, by construction in [2], we have that F ∪ P = AG and
F ∩ P = ∅. Let i, j ∈ AG. We now have four cases:

1. i, j ∈ F : we can only assign u, v, w to either u = v = w = f1
or u = v = w = f2. In the former case, frame property (6)
is satisfied by choosing x = f1 and, in the latter, by choosing
x = f2.

2. i, j ∈ P : for any way of assigning u, v, w, frame property (6) is
satisfied by choosing x = u.



3. i ∈ F and j ∈ P : for any way of assigning u, v, w, frame property
(6) is satisfied by choosing x = w.

4. i ∈ P and j ∈ F : for any way of assigning u, v, w, frame property
(6) is satisfied by choosing x = u.

This shows that the event models of semi-private sens-
ing/announcement actions satisfy frame property (6). Thus, semi-
private sensing/announcement actions are C-S5n-actions. This com-
pletes the proof.

References
[1] Guillaume Aucher and Thomas Bolander, ‘Undecidability in epistemic

planning’, in IJCAI 2013, Proceedings of the 23rd International Joint
Conference on Artificial Intelligence, Beijing, China, August 3-9, 2013,
ed., Francesca Rossi, pp. 27–33. IJCAI/AAAI, (2013).

[2] Chitta Baral, Gregory Gelfond, Enrico Pontelli, and Tran Cao Son,
‘An action language for multi-agent domains: Foundations’, CoRR,
abs/1511.01960, (2015).

[3] Valentin Goranko and Martin Otto, ‘Model theory of modal logic’, in
Handbook of Modal Logic, eds., Patrick Blackburn, J. F. A. K. van Ben-
them, and Frank Wolter, volume 3 of Studies in logic and practical rea-
soning, 249–329, North-Holland, (2007).

[4] Filippos Kominis and Hector Geffner, ‘Beliefs in multiagent planning:
From one agent to many’, in Proceedings of the Twenty-Fifth Interna-
tional Conference on Automated Planning and Scheduling, ICAPS 2015,
Jerusalem, Israel, June 7-11, 2015, eds., Ronen I. Brafman, Carmel
Domshlak, Patrik Haslum, and Shlomo Zilberstein, pp. 147–155. AAAI
Press, (2015).

[5] Marvin L Minsky, Computation: finite and infinite machines, Prentice-
Hall, Inc., 1967.


	Epistemic Planning with Commutativity
	Generalizing the Principle of Commutativity
	b-Commutativity
	Proof of Theorem 4
	Proof of Theorem 5

	Weak commutativity
	Proof of Theorem 6


	Epistemic Planning Systems

